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ABSTRACT 

 

Lip reading is a technique to understand words or speech by visual interpretation of face, mouth, and lip 

movement without the involvement of audio. This task is difficult as people use different dictions and various 

ways to articulate a speech. This project verifies the use of machine learning by applying deep learning and 

neural networks to devise an automated lip-reading system. A subset of the dataset was trained on two separate 

CNN architectures. The trained lip reading models were evaluated based on their accuracy to predict words. The 

best performing model was implemented in a web application for real-time word prediction. 

 

1 INTRODUCTION 

 

Lip reading is a recent topic which has been a problematic concern to even expert lip readers. There is a scope for 

lip reading to be resolved using various methods of machine learning. Lip reading is a skill with salient benefits. 

Enhancement in lip reading technology increases the possibility to allow better speech recognition in noisy or 

loud environments. A prominent benefit would be developments in hearing aid systems for people with hearing 

disabilities. Similarly, for security purposes, a lip reading system can be applied for speech analysis to determine 

and predict information from the speaker when the audio is corrupted or absent in the video.  

 

With the variety of languages spoken around the world, the difference in diction and relative articulation of 

words and phrases. It becomes substantially challenging to create a computer program that automatically and 

accurately reads the spoken words solely based on the visual lip movement of the speaker. Even the expert lip 

readers are only able to estimate about every second word [7]. Thus, utilizing the capabilities of neural networks 

and deep learning algorithms two architectures were trained and evaluated. Based on the evaluation, the better 

performing model was further customized to enhanced accuracy. The model architecture with an overall better 

accuracy was implemented in a web application to devise a realtime lip-reading system. 

 

2.LITERATURE SURVEY AND RELATED WORK 

 

A. Word Spotting in Silent Lip videos(Abhishek Jha, 2018) They have introduced pipeline which is recognition 

free retrieval for word spotting. They have used WAS and CMT lipreading model-based characteristic for word 

spotting in LRW dataset which have showed about 36%, 50% improvement across the recognition. Re-ranking 

method has been included additionally in the pipeline to increase the results of the retrieval. They have showed 

increment of 106% and 195% in domain uniformity of their pipeline. They have attained 35% greater average 

accuracy across recognition-based techniques. 

 

B. Lip Reading Word Classification (Abiel Gutierrez, 2017) Their best model was the Fine-Tuned VGG+LSTM 

baseline. Data augmentation proved to be helpful only in instance of unseen people. Their baseline outperforms 

LSTM+CNN architecture. They achieved validation accuracy very close to 75% and test accuracy of 59%.  

 

C. Lipnet: End to End Sentence Level Lip reading (Yannis M Assael, 2016) Their model Lipnet achieved 95.2% 
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accuracy in sentence level lipreading over human lipreaders. This model helps in eliminating the need of 

segmenting the videos in to words before predicting a sentence. They have proposed a very first model of lipnet 

which apply deep learning techniques to entire learning of model which maps the series of the images trained 

from speaker’s mouth to whole sentences.  

 

D. Lip Reading with Long ShortTerm Memory (Michael Wand, 2016) This paper reported a best word accuracy 

of 79.6% on held-out speakers. They have showed greater accuracy in the word by using the neural network 

based lipreading system than the system with pipeline using feature extraction and classification. 80% accuracy 

in the word from speaker-dependent lipreading has attained by using lipreading with single feed-forward 

network.  

 

E. Lip Vison A Deep Learning Appraoch (Parth Khetarpal, 2017) They have discussed different techniques for lip 

and face detection and various classification techniques have been used, this is considered as their objective. 

Some of the features identified by them includes edges of lip, height and width of lips and angle between 

particular lip point and they have given the best accuracy of 88.6% over unseen speaker’s by using the methods 

of CNN and RNN. The algorithms which have been proposed by them was tested with both speaker dependent 

and independent data which have given accurate recognition result though limited training data is available.  

 

F. Lipnet: A Comparitive Study (Vyom Jain, 2017) The task of understanding the narration from the speaker’s lip 

movement is called lipreading. Lipreading is considered as tough task for humans, mainly in the absence of 

subtitles. In this paper, they have discussed few approaches which have overcome the human difficulties. Their 

comparative study on lipreading has assisted us with well-known technologies and also to obtain a finer idea of 

the problem handy. 

 

3 PROPOSED WORK AND ALGORITHM 

 

Our goal for this project is to design an autonomous Lip Reading system to translate lip movements in real-time 

to coherent sentences. We will use deep learning to classify lip movements in the form of video frames to 

phonemes. Afterward, we stitch the phonemes into words and combine these words into sentences. 

 

 

 

 

Fig-1: System Architecture 

 

 

4 METHODOLOGIES 

 

INPUT DATASET: Using this module we will upload LRW dataset 
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DATA PRE-PROCESSING: 

In the pre-processing stage, the speaker videos from LRW was initially used to detect the mouth - Region of 

Interest (ROI). An OpenCV python framework with Haar Feature-Based Cascade classifier was used to detect 

face and mouth region from each input videos. OpenCV is an open-source multi-platform library of 

programming functions focused on computer vision 

 

TRAINING: 

The lip reading model was trained with a CNN architecture. A 3-Dimensional (3D) CNN was applied to train the 

pre-processed lip samples and compare various parameters. Due to the 3D CNN architecture’ scalability of 

training with high dimensional data like image sequences 

Generate CNN Model:Using this module we can see CNN modelis generated 

 

EVALUATION: 

In the field of machine learning, evaluation of the model is a significant task. It is important to know if the 

trained model has learned patterns to generalize the prediction in unseen data to avoid overfitting on the lip 

reading model. For measuring the predictive accuracy of the model I performed a Top-1 accuracy 

 

5.RESULTSANDDISCUSSION SCREENSHOTS 

 

 

 

Fig 2:- In above screen CNN model training is done on dataset and we got 100% accuracy 
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Fig 3:- output-1 

 

 
 

Fig 4 :- output-2 
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Fig 5 :-  output-3 

 

6. CONCLUSION  

 

To predict lip reading application will take images from webcam and then apply HAAR CASCADE files to 

detect face and mouth and then detected mouth will be input to CNN to identify word based on lips movement. 
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